Resolving Lambertian surface orientation from fluctuating radiance
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A maximum likelihood method for estimating remote surface orientation from multi-static acoustic, optical, radar, or laser images is presented. It is assumed that the images are corrupted by signal-dependent noise, known as speckle, arising from complex Gaussian field fluctuations, and that the surface properties are effectively Lambertian. Surface orientation estimates for a single sample are shown to have biases and errors that vary dramatically depending on illumination direction. This is due to the signal-dependent nature of speckle noise and the nonlinear relationship between surface orientation, illumination direction, and fluctuating radiance. The minimum number of independent samples necessary for maximum likelihood estimates to become asymptotically unbiased and to attain the lower bound on resolution of classical estimation theory are derived, as are practical design thresholds. © 2011 Acoustical Society of America. [DOI: 10.1121/1.3570949]
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I. INTRODUCTION

Acoustic, optical, radar, and laser images of remote surfaces are typically corrupted by signal-dependent noise known as speckle. This noise arises when wavelength scale roughness on the surface causes a random interference pattern in the field scattered from it by an active system. Relative motion between source, surface and receiver, or source incoherence causes the received field to fluctuate over time with circular complex Gaussian random (CCGR) statistics.1–5 Underlying these fluctuations, however, is the expected radiance of the surface, from which its orientation may be inferred. In many cases of practical importance, Lambert’s law is appropriate for such inference because variations in the projected area of a surface patch, as a function of source and receiver orientation, often cause the predominant variations in its radiance.

The aim of this paper is to provide a method for estimating the orientation and albedo of a remote Lambertian surface from measurements of fluctuating radiance, which are corrupted by speckle noise arising from CCGR fluctuations. The ability to accurately resolve remote surface orientation from measurements of fluctuating radiance is not only of great importance to ocean acoustics,6,7 but also to optics,8,9 medical ultrasound,10 planetary terrain surveillance,11,12 and machine vision.13 Active underwater acoustic imaging systems such as acoustic cameras14–16 typically measure echoes returning from the marine environment with a two-dimensional (2D) or three-dimensional (3D) array. Images are then formed through beamforming and focusing either by digital signal processing or by the use of physical acoustic lenses.14 Acoustic imaging systems of this kind are typically implemented to reconstruct and interpret underwater scenes that often contain a variety of objects with distinct shapes and sizes. Acoustic cameras, for example, have recently been used to map the microbathymetry of a seafloor strewn with ancient pottery at an underwater archaeological site,17 inspect tubular structural members in offshore oil platforms,18 detect submerged mines, and determine the shape of individual swimming fish.19 Most Navy surface ships and submarines employ 2D or 3D active imaging arrays that form pencil beams for underwater surveillance.6 Acoustic imaging systems are also widely used in medical ultrasound, where, for example, 3D echocardiography20 employs real-time volumetric imaging21 with a pyramidal-beam formed by a volume array of transducers.

All measurements made from sonar imaging systems are inherently corrupted by speckle noise. Due to the signal-dependent nature of speckle noise, and the often nonlinear relationship between surface orientation, illumination direction, and radiance,22 surface orientation estimates based on a single sample typically have large biases and mean-square errors (MSEs). A large number of samples may then be necessary to yield surface orientation estimates with tolerable biases and MSEs depending on the relative orientation of the surface with respect to the imaging system’s source and receiver. Given the probability distribution of surface radiance and the physical model relating it to surface orientation and albedo, maximum likelihood estimates (MLEs) are derived and their biases and variances are expanded in terms of the likelihood function.23–26 The likelihood function governs the physical and statistical behavior of surface orientation estimates, so that the expansions presented here are guaranteed to converge in inverse orders of sample size or signal-to-noise ratio (SNR). Analytical expressions are then derived for the sample sizes or SNRs necessary to obtain estimates that are in the asymptotic regime where biases are negligible and MSEs attain minimum variance. The biases and errors are found to vary significantly with illumination direction and measurement diversity. The minimum error in estimating the angle of incidence with respect to a Lambertian surface is attained by a sufficiently large number of samples.
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surface, for example, is shown to be at best proportional to the cotangent of this angle, so that surface orientation varies from irresolvable at normal incidence to perfectly resolvable at shallowest grazing. A preliminary investigation of surface orientation estimation from fluctuating intensity presented by Makris at the SACLANT 1997 conference determined sample size conditions by a Taylor series approach that is not guaranteed to converge in inverse orders of sample size as the approach here does since it did not involve the expansion of the likelihood function. The special case of deterministic data, which corresponds to infinite SNR, has been treated by Horn.\textsuperscript{13}

In Sec. II, we present the necessary radiometry background and describe how measurements of surface radiance are typically obtained, and in Sec. III, we give the probability density for such radiometric measurements. In Sec. IV, we review estimation theory and the maximum likelihood method, and determine necessary conditions on sample size or SNR to obtain estimates of the desired accuracy. Finally, in Sec. V we present illustrative examples of estimating surface orientation and albedo.

II. RADIOMETRY

The flux $d\Phi$, received in an acoustic, optical, radar, or laser beam of solid angle $d\psi$, is related to the area of the resolved surface patch $d\Delta_{\beta}$ (Fig. 1), the local surface radiance $L_{\beta}$, and the solid angle subtended by the receiver aperture $d\Omega$, by the linear equation

$$d\Phi = d\Delta_{\beta} L_{\beta} d\Omega. \tag{1}$$

The solid angle subtended by the receiver aperture from the surface patch $d\Delta_{\beta}$ is $d\Omega = \cos \psi_r \, d\Omega_r \rho^2$, where $d\Delta$ is the area of the aperture, $\cos \psi_r$ is the foreshortening of the surface patch with respect to the receiver, $\psi_r$ is the scattering angle, and $\rho$ is the range to the aperture. The intensity of the received beam is then

$$I_{\beta} = \frac{d\Phi}{d\Delta} = d\Delta_{\beta} L_{\beta} \cos \psi_r \frac{1}{\rho^2}. \tag{2}$$

Assuming that the receiver is of sufficiently high resolution that it resolves an elemental surface patch $d\Delta_{\beta}$, that is locally planar and small enough so that

$$d\beta = d\Delta_{\beta} \frac{\cos \psi_r}{\rho^2}, \tag{3}$$

surface radiance can be directly measured by the receiver as

$$\frac{dI_{\beta}}{d\beta} = L_{\beta}. \tag{4}$$

For a Lambertian surface,

$$L_{\beta} = \rho E \cos \psi_i, \tag{5}$$

so that the radiance measured in an acoustic, optical, radar, or laser image of the scene $L_{\beta}$ is independent of the viewing direction $\psi_r$. It follows a linear relationship with the foreshortening $\cos \psi_i$ of the surface patch, the surface irradiance $E$, and the surface bidirectional reflectance distribution function $\rho$ which is $1/\pi$ for a perfectly reflecting Lambertian surface. Here $\psi_i$ is the angle of incident insonification and $E$ is defined as incident flux per unit area on the surface of albedo $\pi \rho$.

III. THE LIKELIHOOD FUNCTION AND MEASUREMENT STATISTICS

Let the stochastic measurement vector $R$ of length $M$ contain the independent statistics $R_k$ whose expected values $\langle R_k \rangle = \langle R \rangle$ are linearly related to measured surface radiance, where the vector $a$ contains the surface orientation parameters $a_{\beta}$ to be estimated from the measurements $R$ for $r = 1, 2, 3, \ldots, Q$.

Assuming the $R_k$ are corrupted by CCGR field fluctuations, the conditional probability distribution for the measurements $R$ given parameter vector $a$ is the product of gamma distribution$^5,28$

$$P_R(R; a) = \prod_{k=1}^{M} \frac{\mu_k}{\sigma_k(a)} (\frac{\langle R \rangle}{\sigma_k(a)})^{\mu_k-1} \exp(-\frac{\mu_k R_k}{\sigma_k(a)}). \tag{6}$$

The quantity $\mu_k$ is the number of coherence cells in the measurement average used to obtain $R_k$,\textsuperscript{5,28} the variance of which is given by $\sigma_k^2/\mu_k$. It is important to note that $\mu_k$ is then also equal to the squared-mean-to-variance ratio, or SNR, defined as $\langle R_k \rangle^2 / (\langle R_k^2 \rangle - \langle R_k \rangle^2)$. For example, $\mu_k$ equals the time-bandwidth product of the received field if each $R_k$ is obtained from a continuous but finite-time average. Additionally, $\mu_k$ can be interpreted as the number of stationary speckles averaged over a finite spatial aperture in the image plane or the number of stationary multi-look images averaged for a particular scene.\textsuperscript{28}

IV. CLASSICAL ESTIMATION THEORY AND A HIGHER ORDER ASYMPTOTIC APPROACH TO INFERENCE

The maximum likelihood estimator $\hat{a}$, for the parameter set $a$, maximizes the log-likelihood function $I(R; a) = \ln P_R$.
(R; a)) with respect to a. The Cramer–Rao lower bound (CRLB) \( i^{-1} \) is the minimum MSE attainable by any unbiased estimate, regardless of the method of estimation. The CRLB is the inverse of the Fisher information matrix, also known as the expected information, the elements of which are given by 

\[ i_{bc} = \langle b_i^c \rangle, \]

where \( i_r = \partial l(R; a) / \partial a_r \) and \( a_r \) is the rth component of a.

For sufficiently large sample size, \( \mu_k \), the MLE is asymptotically unbiased and follows the Gaussian distribution

\[ P_\hat{a}(\hat{a}; a) = \frac{1}{\sqrt{2\pi} \sigma} \exp \left( -\frac{1}{2} \frac{(\hat{a} - a)^T i (\hat{a} - a)}{\sigma^2} \right), \]

with variance \( i^{-1} \) equal to the CRLB,\(^{29,30} \) where\(^5^{28} \)

\[ i_{bc} = \sum_{k=1}^M \left( \mu_k \frac{\partial \ln \sigma_k(a)}{\partial a_b} \frac{\partial \sigma_k(a)}{\partial a_c} \right), \]

and

\[ i^{-1} = [i^{-1}]_{bc} = \sum_{k=1}^M \left( \frac{\sigma_k(a)}{\sigma_k^2(a)} \frac{\partial a_b}{\partial \sigma_k(a)} \frac{\partial a_c}{\partial \sigma_k(a)} \right), \]

given the probability distribution for R described in Eq. (6).

In the deterministic limit \( \mu_k \rightarrow \infty \), where the \( R_k \) are obtained from exhaustive sample averages, \( P_\hat{a}(\hat{a}; a) \) becomes the delta function \( \delta(\hat{a} - a) \).

Assume \( n \) independent identically distributed samples of the total measurement vector R of length M. Let \( \mu^T = [\mu_1, \mu_2, \ldots, \mu_M] \) be the vector of sample size \( \mu_k \) of measurement \( R_k \) for \( k = 1, 2, \ldots, M \). The moments of \( \hat{a}_r \) for \( r = 1, 2, 3, \ldots, Q \) can be expressed as series of inverse powers of the sample size \( n \), as in Eqs. (3)–(5) of Ref. 26, provided that the required derivatives of the likelihood function exist.\(^23 \)

The MLE bias of \( \hat{a}_r \) is then expressed as

\[ \text{bias}(\hat{a}_r, \mu, n) = b_1(\hat{a}_r; \mu, m) + b_2(\hat{a}_r; \mu, m) + \text{higher order terms}, \]

where \( b_j(\hat{a}_r; \mu, m) = b_j(\hat{a}_r; \mu, 1) / n^j \) is the \( j \)th order bias, so that

\[ \text{bias}(\hat{a}_r, \mu, n) = \frac{b_1(\hat{a}_r; \mu, 1)}{n} \frac{b_2(\hat{a}_r; \mu, 1)}{n^2} + O\left( \frac{1}{n^3} \right), \]

where \( O(n^{-3}) \) represents integer powers \( n^{-3} \) and higher. Similarly, the MLE variance of \( \hat{a}_r \) can be expressed as

\[ \text{var}(\hat{a}_r, \mu, n) = \frac{\text{var}_1(\hat{a}_r; \mu, 1)}{n} + \frac{\text{var}_2(\hat{a}_r; \mu, 1)}{n^2} + O\left( \frac{1}{n^3} \right), \]

where the first-order variance, \( \text{var}_1(\hat{a}_r; \mu, 1) / n \), the CRLB, is the asymptotic variance for large \( n \).

General expressions for the first-order bias \( b_1(\hat{a}_r; \mu, 1) \), and second-order variance \( \text{var}_2(\hat{a}_r; \mu, 1) \) of an MLE appear in Eqs. (3)–(5) of Ref. 26. For the statistical model of Eq. (6), these expressions and Eq. (9) lead to

\[ b_1(\hat{a}_r; \mu, 1) = -\sum_{k=1}^M \frac{\sigma_k^2}{\mu_k} \frac{\partial^2 a_r}{\partial \mu_k^2}, \]

\[ \text{var}_1(\hat{a}_r; \mu, 1) = \sum_{k=0}^M \frac{\sigma_k^2}{\mu_k} \left( \frac{\partial a_r}{\partial \mu_k} \right)^2, \]

\[ \text{var}_2(\hat{a}_r; \mu, 1) = -\sum_{k=1}^M \frac{1}{\mu_k} \left[ 2\sigma_k^2 \frac{\partial a_r}{\partial \mu_k} \frac{\partial^2 a_r}{\partial \mu_k^2} \right. \]

\[ + \frac{1}{2} \left( \frac{\partial^2 a_r}{\partial \mu_k^2 \partial \mu_k} \right)^2 \]

Assuming for simplicity that \( \mu_k = \mu \) for all \( k \), the MLE bias and variance can then also be expressed as asymptotic series in inverse powers of \( \mu \) (see Appendix)

\[ \text{bias}(\hat{a}_r, \mu, 1) = \frac{b_1(\hat{a}_r; \mu, e, 1)}{\mu} + \frac{b_2(\hat{a}_r; \mu, e, 1)}{\mu^2}, \]

\[ \text{var}(\hat{a}_r, \mu, 1) = \frac{\text{var}_1(\hat{a}_r; \mu, e, 1)}{\mu} + \frac{\text{var}_2(\hat{a}_r; \mu, e, 1)}{\mu^2} + \frac{1}{\mu^3}, \]

where the components of the vector e are \( e_k = 1 \) for \( k = 1, 2, \ldots, M \). To simplify notation, let \( \text{var}(\hat{a}_r; \mu, e, 1) = \text{var}(\hat{a}_r; \mu) \) and \( b_j(\hat{a}_r; \mu, e, 1) = b_j(\hat{a}_r; \mu) \).

The value of \( \mu \) necessary for \( \hat{a}_r \) to become asymptotically unbiased is found by conservatively requiring the first-order bias to be an order of magnitude smaller than the true value of the parameter,

\[ \mu = 10 \left[ \frac{b_1(\hat{a}_r; \mu)}{a_r} \right] = 10 \left[ \frac{\sum_{k=1}^M \sigma_k^2}{\sigma_k^2 \partial a_r} \frac{\partial^2 a_r}{\partial \mu_k} \right]. \]

Similarly, the value of \( \mu \) necessary for the MLE variance to asymptotically attain the CRLB is found by requiring the second-order variance to be an order of magnitude smaller than the first-order variance, so that

\[ \mu = 10 \left[ \frac{\text{var}_2(\hat{a}_r; \mu)}{\text{var}_1(\hat{a}_r; \mu)} \right] \]

\[ = 10 \left[ \frac{\sum_{k=1}^M \sigma_k^2}{\sigma_k^2 \partial a_r} \frac{\partial^2 a_r}{\partial \mu_k} + \frac{1}{2} \left( \frac{\partial^2 a_r}{\partial \mu_k^2} \right)^2 \right]. \]
Only for values of \( \mu \) satisfying these conditions, it is possible for the variance to be in the asymptotic regime where it is unbiased and continuously attains the CRLB.\(^{26,31,32}\)

V. INFERRING LAMBERTIAN SURFACE ORIENTATION

For measurement \( k \), a collimated source with known unit incident direction \( \mathbf{s}_k \) irradiates a planar Lambertian surface with unknown unit normal vector \( \mathbf{n} \). For each measurement, the receiver measures Lambertian surface radiance from any hemispherical position within view of the surface. For convenience, a Cartesian coordinate system \((x, y, z)\) is adopted, with the origin in the center of the resolved surface patch, as shown in Fig. 1. Because surface incident irradiance \( E_k \) is presumed known, given knowledge of sound power, directionality, and transmission characteristics to the surface, it can be deterministically scaled out of the measured surface radiance leaving \( \sigma_{L_k} = \langle L_k \rangle / E_k \). When signal-independent additive CCCR noise of intensity \( \sigma^2_{N,k} \) is also measured with the radiance field from the surface, the expected measurement vector \( \mathbf{R} \) becomes \( \mathbf{R} = \mathbf{S} \mathbf{n} + \sigma_N \).

Lambert’s law for the expected radiometric component of the data is then

\[
\mathbf{R}_k = \mathbf{S}(\mathbf{n}) = [\sigma_1(\mathbf{n}), \ldots, \sigma_M(\mathbf{n})]^T = \mathbf{S} \mathbf{n},
\]

(20)

where the matrix \( \mathbf{S} \) is defined by

\[
\mathbf{S} = [\mathbf{s}_1, \mathbf{s}_2, \mathbf{s}_3, \ldots, \mathbf{s}_M],
\]

(21)

the vector \( \mathbf{x} \) equals \( \mathbf{n} \).

The general problem is to determine both the Lambertian surface normal vector \( \mathbf{n} \) and the albedo \( \pi \rho \) from the fluctuating measurements \( \mathbf{R} \). The surface normal is typically expressed in terms of the surface gradient components

\[
\mathbf{n}^T = [-p_n, -q_n, 1] / (1 + p_n^2 + q_n^2)^{1/2},
\]

(22)

where

\[
p_n = \frac{\partial z}{\partial x}, \quad q_n = \frac{\partial z}{\partial y},
\]

(23)

or in terms of spherical coordinates

\[
\mathbf{n}^T = [\cos \phi_n \sin \theta_n, \sin \phi_n \sin \theta_n, \cos \theta_n].
\]

(24)

A. MLEs of surface orientation and albedo

The 3D parameter vector \( \mathbf{x} \) is to be estimated from the potentially over-determined \( M \)-dimensional measurement vector \( \mathbf{R} \). From Eqs. (8) and (20), the MSE bound on any unbiased estimate \( \hat{\mathbf{x}} \) is

\[
\langle (\hat{\mathbf{x}} - \mathbf{x})(\hat{\mathbf{x}} - \mathbf{x})^T \rangle \geq \mathbf{i}_x^{-1} = [\mathbf{S}^T \mathbf{i}_x \mathbf{S}]^{-1},
\]

(25)

where \( \mathbf{i}_x = \delta_{ij} \mathbf{S} / \sigma^2 \) is infinite when all incident vectors \( \mathbf{s}_k \) are tangent to \( \mathbf{n} \) in the absence of signal-independent noise.

To derive the MLE of the vector \( \mathbf{x} = \rho \mathbf{n} \), the probability distribution for \( \mathbf{R} \) in Eq. (6) is rewritten as

\[
P_R(\mathbf{R}; \mathbf{x}) = \prod_{k=1}^{M} \frac{\mu_k}{\Gamma(\mu_k)} R_k^{\mu_k-1} \exp \left(-\frac{R_k}{\mu_k} \right),
\]

(26)

The MLE \( \hat{\mathbf{x}} \) maximizes the log-likelihood function \( \ln(P_R(\mathbf{R}; \mathbf{x})) \) with respect to \( \mathbf{x} \), so that it satisfies

\[
\frac{\partial \ln(P_R(\mathbf{R}; \mathbf{x}))}{\partial x_r} = \sum_{k=1}^{M} \frac{\mu_k}{\sigma_k^2} \left[ \frac{R_k}{\sigma_k} - 1 \right] \frac{\partial \sigma_k}{\partial x_r} |_{x_r = x_r} = 0,
\]

(27)

where \( \mathbf{S}^T \mathbf{i}_x \mathbf{S} \) is the \( (k, r) \) element of \( \mathbf{S} \). Considering all the elements of \( \mathbf{x} \), Eq. (27) can be rewritten in vector form as

\[
\sum_{k=1}^{M} (\mathbf{S}_k)^T \frac{\mu_k}{\sigma_k^2} R_k = \sum_{k=1}^{M} (\mathbf{S}_k)^T \frac{\mu_k}{\sigma_k^2} \mathbf{R}_k
\]

(28)

or

\[
[\mathbf{S}^T \mathbf{i}_x \mathbf{S}]_{x = \hat{x}} = [\mathbf{S}^T \mathbf{i}_x \mathbf{R}]_{x = \hat{x}}
\]

(29)

where \( \mathbf{S}_k \) is the \( k \)th row of \( \mathbf{S} \). The MLE, given linearity between \( \mathbf{x} \) and \( \sigma \) is then given by

\[
\hat{\mathbf{x}} = [\mathbf{S}^T \mathbf{i}_x \mathbf{S}]^{-1} \mathbf{S}^T \mathbf{i}_x (\mathbf{R} - \sigma_N),
\]

(30)

is unbiased and attains the error bound \( \mathbf{i}_x^{-1} \) of Eq. (25).

Given this information, the MLEs for albedo \( \pi \rho = \pi \mathbf{n} \), surface normal \( \mathbf{n} = \mathbf{x} / \hat{\rho} \), cone and polar angles \( \theta_n = \cos^{-1} \hat{n}_3 \), \( \phi_n = \tan^{-1}(\hat{n}_2 / \hat{n}_1) \), and surface gradient components \( \hat{p}_n = -\hat{n}_1 / \hat{n}_3 \), \( \hat{q}_n = -\hat{n}_2 / \hat{n}_3 \), however, are not generally unbiased and do not generally have minimum variance except for sufficiently large sample sizes.

Taking the case where \( \mathbf{R} \) is a 3D vector and \( \sigma_N \) is negligible, for example, the joint distribution for \( \mathbf{x} \) is

\[
p_x(x|\mathbf{x}) = |s_1 \cdot s_2 \times s_3| P_R(\mathbf{S}|\mathbf{x}),
\]

(31)

which leads to the respective joint distributions
for the gradient and polar coordinate MLEs.

Returning to the general case when $\mathbf{R}$ is an $M$-dimensional vector, the asymptotic maximum likelihood distributions for surface orientation and albedo follow Eq. (7) when Eqs. (18) and (19) are satisfied.

### B. The angle of incidence

Suppose that the angle of incidence $\psi$ is to be estimated from a single measurement $\mathbf{R}$, with mean $\sigma = \rho \cos \psi$ and variance $\sigma^2/\mu$, given that the albedo $\pi \rho$ is known. From Eq. (8), the resulting MSE bound is the inverse of the (scalar) Fisher information

$$\left< (\hat{\psi} - \psi)^2 \right> \geq i^{-1} = \frac{(\cos \hat{\psi} + \sigma)^2}{\mu \sin^2 \psi},$$

for any unbiased estimate, $\hat{\psi}$ which becomes

$$\left< (\tilde{\psi} - \psi)^2 \right> \geq i^{-1} = \frac{\cot^2 \psi}{\mu},$$

when the signal-independent noise is negligible. These expressions show resolution of the incident angle to be highest when the Lambert surface is illuminated at shallow grazing and lowest when the surface is illuminated near normal incidence. This can be motivated physically by noting that for shallow-grazing angle illumination Lambert’s law has a first-order dependence that is proportional to the incident angle. Conversely, for illumination near normal incidence Lambert’s law is independent of the incident angle to first order. It is also significant that when the mean-square error (RMSE) bound is finite, it can be reduced in proportion to the square-root of the sample size $\mu$ averaged to obtain the radiometric statistic $\mathbf{R}$, as shown in detail in Sec. IV.

The MLE for the angle of incidence is

$$\hat{\psi} = \cos^{-1}\left(\frac{R - \sigma \psi}{\rho}\right).$$

Many of the potential benefits and difficulties associated with maximum likelihood estimation can be illustrated by examining the statistical properties of $\hat{\psi}$.

For the remainder of this section, let $\sigma \psi$ be negligible, as may be expected in practical imaging systems expect at shallow grazing where $\psi$ is very near $\pi/2$. First of all, because $\mathbf{R}$ is a gamma variate and can take on any positive definite value, the estimate $\hat{\psi}$ is real for $0 \leq R/\rho \leq 1$ and imaginary for $R/\rho > 1$. The probability that $\psi$ is real is found to be $\gamma(\mu, \mu \cos \psi)/\Gamma(\mu)$ by appropriately integrating $P_G(\psi)$. But this leaves finite probability $\Gamma(\mu, \mu \cos \psi)/\Gamma(\mu)$ that $\psi$ is imaginary. More specifically, let the statistic $\hat{\psi} = \hat{\psi}_r + i \hat{\psi}_i$, where $\hat{\psi}_r, \hat{\psi}_i$ are the real and imaginary parts of $\hat{\psi}$ respectively. Then the statistic $\hat{\psi}$ is distributed according to

$$P_\psi(\hat{\psi}; \psi) = \rho \sin \hat{\psi} P_R(\rho \cos \hat{\psi}; \psi) \quad 0 \leq \hat{\psi} \leq \pi/2,$$

for $\hat{\psi}$ real, and

$$P_\psi(\hat{\psi}; \psi) = \rho \sinh \hat{\psi} P_R(\rho \cosh \hat{\psi}; \psi) \quad 0 \leq \hat{\psi} \leq \infty,$$

for $\hat{\psi}$ imaginary. The probability $\Gamma(\mu, \mu \cos \psi)/\Gamma(\mu)$ that $\hat{\psi}$ is imaginary decreases as the angle of incidence $\psi$ and sample size $\mu$ increase, as does the bias of $\hat{\psi}$.

Apparently, CCGR fluctuations in the radiant field can lead to unphysical MLEs of the incident angle $\psi$. This can be remedied by reconditioning the MLE, given ancillary information\(^3\) that $\hat{\psi}$ is real, so that

$$P_{\psi \Re}(\hat{\psi}; \psi) = \rho \sin \hat{\psi} P_R(\rho \cos \hat{\psi}; \psi) \left(\frac{\Gamma(\mu)}{\gamma(\mu, \mu \cos \psi)}\right),$$

for $0 \leq \hat{\psi} \leq \pi/2$. Similarly, the probability that $\hat{\psi}$ is imaginary is defined as

$$P_{\psi \Im}(\hat{\psi}; \psi) = \rho \sinh \hat{\psi} P_R(\rho \cosh \hat{\psi}; \psi) \left(\frac{\Gamma(\mu)}{\gamma(\mu, \mu \cosh \psi)}\right).$$

For sufficiently large sample size $\mu$, the relationship between MLE $\hat{\psi}$ and data $\mathbf{R}$ approaches linearity, so that $\hat{\psi}$ obeys the Gaussian distribution

$$P_{\hat{\psi} \G}(\hat{\psi}; \psi) = \left(\frac{\mu}{2 \pi \cot^2 \psi}\right)^{\frac{1}{2}} \exp\left(-\frac{1}{2} \frac{(\hat{\psi} - \psi^2)^2}{\cot^2 \psi}\right),$$

with bias vanishing and variance equaling the inverse Fisher information, $\cot^2 \psi/\mu$.

Figure 2 shows the probability densities of Eq. (39) (dashed-dotted line), Eq. (40) (dashed line), and Eq. (41) (solid line) for $\psi = 30^\circ$. As the sample size $\mu$ increases, the correlation between $P_{\hat{\psi} \G}$ and $P_{\hat{\psi} \Re}$ approaches one, while $P_{\hat{\psi} \Im}$ goes to zero. For the value of $\psi$ used in these plots, a sample size of approximately 320 is necessary for the correlation between $P_{\hat{\psi} \G}$ and $P_{\hat{\psi} \Re}$ to become larger than 0.99. As the true value $\psi$ increases, the necessary sample size to achieve a good correlation is found to decrease, as discussed earlier.

Following Sec. IV, $\hat{\psi}$ is effectively unbiased when

$$\mu \gg \left|\frac{\cot^3 \psi}{2 \psi}\right|,$$

and effectively attains the bound $i^{-1} = \cot^2 \psi/\mu$ when

$$\mu \gg \left|\frac{\cot^2 \psi \left(3 + \frac{7}{2} \cot^2 \psi\right)}{\psi}\right|. $$
As the above expressions show, the sample size necessary for \( w \) to behave as a minimum variance, unbiased estimate varies nonlinearly from unity at shallow-grazing angles to infinity near normal incidence.

Figure 3 shows the sample sizes necessary for the MLE to become asymptotically unbiased [Eq. (42), dashed line], for the MLE variance to asymptotically attain the CRLB [Eq. (43), dashed-dotted line], and for the correlation between \( P^w_G \) and \( P^w_{Re} \) to be greater than 0.99 (solid line), as functions of the angle of incidence \( \psi \). The curves have been truncated so that the minimum necessary sample size is 1. For most values of \( \psi \), achieving a minimum variance estimate also ensures that an unbiased estimate is obtained that approximately obeys the Gaussian distribution of Eq. (41). For shallow-grazing incidence angles (\( \psi \) approaching 90 degrees), the sample size necessary for \( P^w_G \) to be a good approximation to \( P^w_{Re} \) becomes the limiting condition.

C. 3D surface orientation and albedo

Two independent measurements of surface radiance with distinct illumination can lead to at most two unique solutions for the two components of Lambertian surface orientation. This ambiguity in surface orientation can be easily resolved if one of the solutions places the surface out of the view of the observer. Otherwise, the ambiguity can be resolved if a third measurement is made under distinct illumination. These observations can be geometrically motivated by considering the intersection of the cones formed by appropriately rotating the Lambertian surface normals about the source direction for each measurement given the slope estimated from that measurement. Here, specific examples of resolution bounds on orientation estimation are presented, as well as expressions for the CRLBs for cone and polar angles, surface gradients and/or albedo given two or three measurements of surface radiance.

For surface gradient \( \mathbf{a}^T = [p, q, \rho] \), or polar coordinate \( \mathbf{a}^T = [\theta, \phi, \rho] \) parameterizations, the MSE bound on any unbiased estimate \( \hat{\mathbf{a}} \) is

\[
\langle (\hat{\mathbf{a}} - \mathbf{a})(\hat{\mathbf{a}} - \mathbf{a})^T \rangle \geq \mathbf{i}^{-1}_\mathbf{x} \mathbf{i}^{-1}_x \frac{\partial \mathbf{a}}{\partial \mathbf{x}} \frac{\partial \mathbf{a}^T}{\partial \mathbf{x}},
\]

where \( \mathbf{i}_x \) is given in Eq. (25). The bound \( \mathbf{i}^{-1}_\mathbf{x} \) becomes singular when all the \( \mathbf{s}_k \) are coplanar but not tangent to the surface for non-zero \( \sigma_N \), or when the Jacobian \( \mathbf{R}^T \mathbf{R} \) is singular. When \( \sigma_N \) vanishes, \( [\mathbf{i}^{-1/2}_x |\mathbf{i}^{-1/2}_x|^{-1/2} \) can be interpreted as the effective weighted volume of incident vectors \( \mathbf{s}_k \). For example, when \( \mathbf{R} \) is a 3D vector, the bound \( \mathbf{i}^{-1}_\mathbf{x} \) is

\[
[i^{-1}_x]_{ij} = \frac{\sigma^2}{\mu_1} [\mathbf{s}_2 \times \mathbf{s}_1] [\mathbf{s}_2 \times \mathbf{s}_1]^T + \frac{\sigma^2}{\mu_2} [\mathbf{s}_3 \times \mathbf{s}_1] [\mathbf{s}_3 \times \mathbf{s}_1]^T + \frac{\sigma^2}{\mu_3} [\mathbf{s}_1 \times \mathbf{s}_2] [\mathbf{s}_1 \times \mathbf{s}_2]^T, \]

(45)
so that \(|\mathbf{h}_k|^{1/2} |\mathbf{h}_l|^{-1/2}\) simply is the volume \((s_1 \cdot s_2 \times s_3)^2\) of the parallelepiped of incident vectors. Behavior of the Jacobian \(\frac{2}{\mu_k^2}\) depends upon the final coordinates \(a\), as can be seen from the respective forms \((p^2 + q^2 + 1)^{3/2}/\rho^2\) and \(1/(\rho^2 \sin^2 \theta)\) for the surface gradient and polar systems.

Assume that the measurements \(R_k\) have the same number of coherence cells, \(\mu_k = \mu\) for all \(k\). The stereo case is considered where three measurements \(R_1, R_2,\) and \(R_3\) are used to compute the two parameters \(a_1\) and \(a_2\). Let \(a_1 = \alpha\) and \(a_2 = \beta\) be the Lambertian surface orientations (azimuth and elevation angles, or surface gradients). The abbreviation \(C_k = \sigma_k(\alpha, \beta) = \cos(\theta)[k]\) is used, where \(\psi[k]\) denotes the angle of incidence for the \(k^{th}\) measurement. It is also convenient to define the vector \(\Lambda\) to have the elements \(\Lambda_k = \ln C_k\), which contain the natural logarithms of the positive semi-definite measurement cosines. With this definition, the CRLB’s for the general Lambertian surface orientations \(\alpha\) and \(\beta\) follow from Eqs. (8) and (9), and are

\[
E[(\hat{\alpha} - \alpha)^2] \geq \frac{1}{\mu} \frac{\partial \Lambda}{\partial \alpha} \cdot \mathbf{E} \cdot \frac{\partial \Lambda}{\partial \alpha},
\]

(46)

\[
E[(\hat{\beta} - \beta)^2] \geq \frac{1}{\mu} \frac{\partial \Lambda}{\partial \alpha} \cdot \mathbf{E} \cdot \frac{\partial \Lambda}{\partial \beta},
\]

(47)

The bounds only depend upon the cosine between the source direction and Lambertian surface normal for each measurement, \(C_k\), and the respective partial derivatives of these cosines with respect to the two orientation parameters to be estimated. It is relatively easy to determine conditions in which these expressions will attain limiting values due to the positive semi-definiteness of terms in the numerators and denominators. For example, the bounds are infinite when all three measurements are coplanar with the surface normal, such that \(\mathbf{n} \cdot (s[1] \times s[2]) = \mathbf{n} \cdot (s[2] \times s[3]) = 0\). However, the bounds are not necessarily infinite for coplanar illumination directions that are not also coplanar with the surface normal, i.e. for \(s[1] \cdot (s[2] \times s[3]) = 0\), but \(\mathbf{n} \cdot (s[1] \times s[2]) \neq 0\), or \(\mathbf{n} \cdot (s[2] \times s[3]) \neq 0\). The bounds are zero when any of the two direction cosines \(C_1, C_2, C_3\) are zero and the two respective illumination directions for these have differing polar angles.

It is also possible to estimate the albedo when three measurements with unique illumination directions are available. Let \(a_1 = \rho\) be the surface albedo. It is useful to define the unit all-measurements-equal vector \(\mathbf{E}\) by its components such that \(E_k = 1\) for \(k = 1, 2, 3\). With this definition, the CRLB’s for estimation of \(\alpha, \beta, \rho\) are given by

\[
E[(\hat{\alpha} - \alpha)^2] \geq \frac{1}{\mu} \frac{\partial \Lambda}{\partial \alpha} \cdot \mathbf{E} \cdot \frac{\partial \Lambda}{\partial \alpha},
\]

(48)

\[
E[(\hat{\beta} - \beta)^2] \geq \frac{1}{\mu} \frac{\partial \Lambda}{\partial \alpha} \cdot \mathbf{E} \cdot \frac{\partial \Lambda}{\partial \beta},
\]

(49)

\[
E[(\hat{\rho} - \rho)^2] \geq \frac{1}{\mu} \frac{\partial \Lambda}{\partial \alpha} \cdot \mathbf{E} \cdot \frac{\partial \Lambda}{\partial \beta},
\]

(50)

It is noteworthy that the bound for \(\rho\) is a function of the surface orientation components \(\alpha\) and \(\beta\), as well as \(\rho\). While the bounds for \(\alpha\) and \(\beta\) given in Eqs. (48) and (49) are independent of the value of \(\rho\), they are affected by uncertainty in the value of \(\rho\), and Eqs. (46) and (47) are no longer applicable. These particular bounds for \(\alpha\) and \(\beta\) are infinite when all three illumination directions are coplanar such that \(s[1] \cdot (s[2] \times s[3]) = 0\), even if the directions are not coplanar to the surface normal. Additionally, these bounds for \(\alpha\) and \(\beta\) can be zero when any of the two direction cosines are zero.

Note that for the CRLB for \(\rho\) to be given by \(\rho^2/\mu\), and thereby be otherwise independent of Lambertian surface orientation, it is sufficient to have

\[
\left(\frac{\partial \Lambda}{\partial \alpha} \cdot \mathbf{E} \cdot \frac{\partial \Lambda}{\partial \beta}\right) \cdot \mathbf{P} \left(\frac{\partial \Lambda}{\partial \alpha} \cdot \mathbf{E} \cdot \frac{\partial \Lambda}{\partial \beta}\right) = 0,
\]

(51)

where the permutation matrix is defined as

\[
\mathbf{P} = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{bmatrix}.
\]

(52)

For example the CRLB for \(\rho\) is given by \(\rho^2/\mu\) when any two of the measurement cosines \(C_1, C_2, C_3\) are equal to zero.

Equations (48)–(50) are useful in providing a geometric interpretation of the CRLB for \(\alpha, \beta,\) and \(\rho\) given three measurements. For example, consider the conditions leading to the limiting values of zero and infinity for the bounds. Inspection of the positive semi-definite numerators and denominators of Eqs. (48)–(50) motivates consideration of the following two cases: (1) the partial derivative of the logarithmic measurement vector with respect to the orientation component \(\alpha\) or \(\beta\) respectively is orthogonal to the all-measurements-equal vector; (2) the cross product of the partial derivatives of the logarithmic measurement vector with respect to the \(\alpha\) and \(\beta\) orientations is orthogonal to the all-measurements-equal vector. When (1) is true but (2) is not, the respective bound on orientation component \(\beta\) or \(\alpha\) is zero. When (1) is not true but (2) is true the bound on either orientation is infinite. As noted before, this occurs when the illumination directions for all measurements are coplanar with the surface normal. When both (1) and (2) are true, the bound on \(\alpha\) or \(\beta\) depends only on the number of coherence cells.

Figure 4 shows the CRLB and the necessary sample sizes for the \(x\)-gradient function, in simultaneous estimation of \(p, q,\) and \(\rho\) with three incident illumination directions, \(s_1, s_2,\) and \(s_3\). For illustrative purposes, only \(s_3\) is allowed to vary. Optimal resolution [Fig. 4(b)], minimum necessary sample size
for unbiased [Fig. 4(c)] and minimum variance [Fig. 4(d)] estimation, occurs when \(s_3\) is tangent to the Lambertian surface closest to the negative \(x\)-axis for the \(p\)-bound, so as to maximize the volume of incident vectors. Poorest resolution and largest sample sizes occur when the volume of incident vectors approaches zero, as realized along the dark arc in (b), (c), and (d). (c) The sample size necessary for the MLE \(\hat{a}_1 = \hat{p}\) to be effectively unbiased, from Eq. (18). (d) The sample size necessary, from Eq. (19), for \(\hat{p}\) to effectively attain the bound given in (b).

for unbiased [Fig. 4(c)] and minimum variance [Fig. 4(d)] estimation, occurs when \(s_3\) is tangent to the Lambertian surface closest to the negative \(x\)-axis for the \(p\)-bound, so as to maximize the volume of incident vectors. Poorest resolution and largest sample sizes occur when the volume of incident vectors approaches zero, as realized along the dark arc in (b), (c), and (d). (c) The sample size necessary for the MLE \(\hat{a}_1 = \hat{p}\) to be effectively unbiased, from Eq. (18). (d) The sample size necessary, from Eq. (19), for \(\hat{p}\) to effectively attain the bound given in (b).

VI. CONCLUSIONS

A maximum likelihood method for estimating remote surface orientation from multi-static acoustic, optical, radar or laser images is derived. It is assumed that the images are corrupted by signal-dependent noise, known as speckle, arising from complex Gaussian field fluctuations, and that the surface properties are effectively Lambertian. Surface orientation estimates for a single sample are shown to have biases and errors that vary dramatically depending on illumination direction. This is due to the signal-dependent nature of speckle noise and the nonlinear relationship between surface orientation, illumination direction and fluctuating radiance. The minimum number of independent samples necessary for MLEs to be asymptotically unbiased and attain the lower bound on resolution of classical estimation theory are derived, as are practical design thresholds.

It is shown that the minimum error in estimating the angle of incidence of a Lambertian surface is at best proportional to the cotangent of this angle. The greatest accuracy occurs for estimates obtained from shallow illumination angles where Lambert’s law shows its greatest sensitivity to surface illumination, while poorest resolution occurs near normal incidence where sensitivity is the least. For the general stereo case where at least three measurements are used to estimate 3D surface orientation and albedo, the minimum MSE is shown to be inversely proportional to the volume delimited by the unit normals of incident illumination. As a result, the number of samples or SNR necessary to accurately estimate surface orientation and albedo is shown to become arbitrarily large as the illumination directions approach the coplanar limit, while accurate stereo resolution of 3D surface orientation and albedo is shown to be possible even with a single sample given illumination directions of sufficient diversity and shallow angle incidence.

APPENDIX: EXPANSION OF BIAS AND VARIANCE INVERSE ORDERS OF SAMPLE SIZE OR SNR FOR GAMMA-DISTRIBUTED INTENSITY DATA

The explicit expressions presented in Ref. 26 for the asymptotic orders of the MLE bias and variance given general Gaussian random variables can also be used for random data that are not distributed in a Gaussian form provided that they can be expressed as the function of Gaussian random variables with a Jacobian of the transformation that is independent of the parameters to be estimated.34,35 This result is then used to prove that the asymptotic orders of the MLE bias and variance are expressible in inverse orders of SNR when the measurement data follow the gamma distribution of Eq. (6).

Consider a single vector sample composed of \(Y_1, \ldots, Y_q\) arbitrary random variables which can be expressed in terms of \(u_1, \ldots, u_q\) Gaussian random variables \((q \geq b)\). Assume that the Jacobian of the transformation is independent of the parameter vector \(a\). The mapping is assumed to be one-to-one between \(u = [u_1, \ldots, u_q]^T\) and \(Y = [Y_1, \ldots, Y_q]^T\) for \(q = b\), or between \(u\) and \(Y^\prime \equiv [Y, \Omega_1^T = [Y_1, \ldots, Y_q, \Omega_2, \ldots, \Omega_q]_q^T\) for \(q > b\), with \(\Omega_1, \ldots, \Omega_{q-b}\) some arbitrary random variables that are not dependent on the parameter vector \(a\). For the general case of \(q > b\), the parameter-independent Jacobian of the transformation is \(J^\prime = \left|\frac{\partial u}{\partial Y}\right|\). In this case, we have the following identity which holds for the expectation of any function of derivatives of the likelihood function with respect to the parameters,
\[
\langle f \rangle_Y = \int \left( \frac{\partial \ln(p(Y; a))}{\partial a}, \ldots, \frac{\partial^2 \ln(p(Y; a))}{\partial a^2} \right) p(Y; a) dY
\]
\[
= \int \left( \frac{\partial \ln(p(u(Y; \Omega); a)/\omega))}{\partial a}, \ldots, \frac{\partial^2 \ln(p(u(Y; \Omega); a)/\omega))}{\partial a^2} \right) p(u(Y; \Omega); a) dY d\Omega
\]

where the last equality is introduced so as to make the transformation between \( Y \) and \( u \), since \( p(Y; a)/p(\Omega) = p(u(Y; \Omega; a))/\omega \) and \( \Omega \) is parameter independent. Equation (A1) can then be written as
\[
\langle f \rangle_Y = \int \left( \frac{\partial \ln(p(u(Y; \Omega); a)/\omega))}{\partial a}, \ldots, \frac{\partial^2 \ln(p(u(Y; \Omega); a)/\omega))}{\partial a^2} \right) p(u(Y; \Omega); a) du = \langle f \rangle_u.
\]

The asymptotic orders of the MLE bias and variance for the \( j \)th component of the parameter vector \( a \) can then be determined using the existing expressions for the Gaussian case, Eq. (7) of Ref. 26 and Eq. (2.4) of Ref. 35 after substituting for \( n' = 2\mu \) and \( C_{ij} = \delta_{ij}\sigma_i/2 \). Since \( \mu \) is the SNR of the gamma-distributed \( R \) measurement, the MLE bias and variance given data that follow a gamma distribution can be written as asymptotic series in inverse orders of SNR,
\[
\text{bias}(\hat{a}_j, \mu, M = 1) = \frac{b_1(\hat{a}_j; a, e, 1)}{\mu} + \frac{b_2(\hat{a}_j; a, e, 1)}{\mu^2} + O\left(\frac{1}{\mu^3}\right),
\]
\[
\text{var}(\hat{a}_j, \mu, M = 1) = \frac{\text{var}_1(\hat{a}_j; a, e, 1)}{\mu} + \frac{\text{var}_2(\hat{a}_j; a, e, 1)}{\mu^2} + O\left(\frac{1}{\mu^3}\right),
\]

where the vector \( e \) with components \( e_k = 1 \) signifies \( \mu_k = \mu \) for all \( k = 1, 2, \ldots, M \).